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ABSTRAK Di era digitalisasi, konektivitas internet yang stabil dan berkecepatan tinggi menjadi
faktor penting dalam mendukung operasional bisnis. PT. Trans Coffee, perusahaan di
sektor makanan dan minuman dengan banyak cabang, membutuhkan sistem jaringan yang
andal untuk mendukung penerapan sistem Enterprise Resource Planning (ERP).
Penelitian ini bertujuan untuk merancang dan menerapkan sistem manajemen koneksi
internet menggunakan metode load balancing dan failover pada router MikroTik guna
meningkatkan efisiensi dan keandalan jaringan. Metode Per-Connection Classifier (PCC)
digunakan untuk mendistribusikan beban koneksi secara optimal di antara dua gateway
ISP, sedangkan teknik failover diterapkan untuk memastikan koneksi tetap berjalan ketika
salah satu ISP mengalami gangguan. Selain itu, sistem monitoring berbasis NetWatch dan
Telegram bot diimplementasikan untuk memberikan notifikasi otomatis terhadap
perubahan status jaringan. Hasil penelitian menunjukkan bahwa penerapan metode PCC
dan failover berhasil meningkatkan stabilitas koneksi, mengurangi downtime, serta
mendukung kelancaran operasional bisnis PT. Trans Coffee
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.  PENDAHULUAN

Di era digitalisasi saat ini, konektivitas Internet telah menjadi salah satu aspek penting yang mendukung
berbagai operasi bisnis, komunikasi, dan pertukaran informasi di banyak organisasi, termasuk kantor pusat
perusahaan. Internet sudah menjadi kebutuhan primer bagi semua kalangan, tidak terkecuali bagi bisnis dan
perusahaan. Internet telah menjadi kebutuhan utama bagi berbagai kalangan, termasuk sektor bisnis dan
perusahaan. Sebagai jaringan komunikasi global, internet menghubungkan komputer serta jaringan komputer
di seluruh dunia. Internet menggunakan protokol TCP/IP untuk mengintegrasikan serta mengomunikasikan
jaringan [1].PT. Trans Coffe sebagai salah satu perusahan F&B penyedia kopi yang memiliki kebutuhan yang
tinggi akan koneksi internet. Hal ini dikarenakan Trans Coffee sudah menerapkan ERP (Enterprise Resource
Planning) sehingga membutuhkan konektivitas untuk proses internal, dan juga untuk interaksi dengan
pelanggan, pemasok, dan kantor cabang yang terseb ar di berbagai lokasi. Dalam upaya meningkatkan kinerja
akses internet, perusahaan mengimplementasikan penggunaan lebih dari satu ISP (Internet Service Provider).
Strategi ini bertujuan untuk memastikan stabilitas kualitas koneksi internet, meminimalkan risiko terputusnya
layanan, serta menyediakan koneksi cadangan yang dapat diandalkan apabila terjadi gangguan jaringan.
Dengan demikian, aktivitas operasional perusahaan dapat terus berjalan tanpa hambatan.

Salah satu teknologi yang dapat memecahkan masalah penggabungan dua atau lebih link internet adalah
teknik load balancing dan failover yang meningkatkan throughput dan meminimalkan potensi downtime. Load
balancing adalah teknik yang mendistribusikan trafik antara dua atau jalur koneksi sehingga trafik berjalan
optimal, meminimalkan waktu respon, dan menghindari terjadinya overload pada salah satu jalur koneksi [2].
Load balancing memungkikan distribusi trafik di beberapa link internet dan memastikan penggunaan optimal
setiap link internet yang tersedia. Sedangkan failover merupakan teknik dari sebuah sistem untuk dapat
berpindah secara manual maupun otomatis jika salah satu sistem mengalami kegagalan sehingga menjadi
backup bagi sistem yang gagal tersebut. Jika gateway utama terputus, maka gateway cadangan akan
menggantikan gateway utama [3].

Menerapkan metode load balancing dan failover sangat penting dalam penelitian di kantor pusat
TransCoffe. metode load balancing yang paling umum dan efisien adalah metode PCC (Per Connection
Classifier) dari router MikroTik. Per Connection Classifier (PCC) adalah metode yang menentukan packet ke
gateway untuk koneksi tertentu. PCC mengklasifikasikan lalu lintas koneksi ke dalam dan ke luar router ke
dalam beberapa kelompok. Pengelompokan ini dapat dibedakan berdasarkan source address, destination
address, source port, dan destination port. Mikrotik mencatat jalur gateway yang diambil pada awal lalu lintas
koneksi. Artinya, packet data berikutnya yang masih terkoneksi akan dirutekan melalui jalur gateway yang
sama dengan packet data yang dikirim sebelumnya, sehingga menghasilkan distribusi trafik yang seimbang
dan efisien [4]. Selain itu, untuk mengoptimalkan konfigurasi load balancing dan failover, penulis juga
mengimplementasikan sistem monitoring berupa pesan informasi status jaringan menggunakan tools Netwatch
yang akan mengirimkan status jaringan ke bot Telegram jika salah satu ISP down, sehingga jika terjadi
kegagalan koneksi internet pada salah satu ISP tim IT dapat mengetahui lebih cepat untuk melakukan
troubleshooting.

Il. METODE PENELITIAN

2.1. Wawancara

Penulis melakukan wawancara kepada staff bagian IT yang bertanggung jawab dibagian tersebut untuk
mendapat informasi dan data yang benar dan akurat.

2.2. Observasi

Penulis melakukan pengamatan secara langsung dan cermat yang bertujuan untuk mendapatkan data
yang berkaitan dengan penggunaan jaringan internet secara langsung di kantor pusat PT Trans Coffee.
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2.3. Studi Pustaka

Studi pustaka dapat melengkapi informasi yang dibutuhkan dalam melakukan penelitian. Informasi
yang berkaitan dengan topik atau masalah yang dapat mendukung penyelesaian masalah yang dibahas
seperti metode Load Balancing, Failover, Mikrotik, algoritma Per Connection Classifier (PCC), dan
teori pendukung lainnya. Dengan mencari data melalui buku-buku, jurnal, penelitian terdahulu, situs-
situs internet, dan berbagai sumber lainnya.

2.4. Analisa dan Perancangan

Analisa diperlukan untuk dapat mengidentifikasi kebutuhan kantor pusat Trans Coffe terkait
manajemen dan ketersediaan koneksi internet. Selanjutnya dibuat rancangan konsep solusi berdasarkan
analisis kebutuhan dan tinjauan literatur dengan membuat blue print atau skema topologi yang
mencakup konfigurasi MikroTik dalam infrastruktur jaringan yang ada.

2.5. Implementasi

Tahap implementasi akan menerapkan desain solusi pada lingkungan jaringan internet kantor pusat
Trans Coffe. Serta melakukan Konfigurasi perangkat router MikroTik sesuai dengan desain atau
topologi yang telah dirancang.

2.6. Pengujian

Pengujian yang akan dilakukan terhadap konfigurasi yang telah dilakukan, termasuk pengujian load
balancing dan simulasi failover dengan tujuan untuk mengetahui apakah konfigurasi dan sistem
monitoring berjalan dengan baik.

1. HASIL DAN PEMBAHASAN
3.1. Analisa Permasalahan

Terdapat beberapa masalah yang ada infrastruktur jaringan PT. Trans Coffee sudah bisa dibilang baik,
yaitu Kurang maksimalnya penggunaan 2 ISP dengan hanya menggunakan 1 ISP sebagai jalur koneksi
aktif. Hal itu dapat memperlambat kecepatan koneksi internet dan membuat internet mengalami
gangguan / down yang dapat menyebabkan gangguan pada produktivitas karyawan dalam bekerja yang
disebabkan karena banyak nya user yang melakukan request ke internet hanya pada satu jalur koneksi.
Masalah lain ketika jaringan internet down hal itu mengakibatkan Downtime yang cukup lama
disebabkan perubahan setinggan antara ISP yang aktif dan ISP cadangan dilakukan secara manual oleh
Tim IT. Langkah yang dilakukan bisa lebih memburuk jika divisi Infrastruktur IT sedang tidak berada
di kantor yang tentu nya akan mengakibatkan downtime internet akan menjadi lebih lama. Dalam
mendukung konfigurasi Load Balancing dan Failover maka akan di implementasikan sistem monitoring
dengan menggunakan tools Netwatch pada router Mikrotik.

3.2. Rancangan Topologi
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Gambar 1. Topologi Jaringan Sebelum Implementasi Load Balancing dan Failover
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Pada topologi yang ditunjukkan, jalur ISP beroperasi dalam mode aktif dan standby , yang berarti
hanya ISP-1 yang aktif secara penuh menerima trafik internet dari client, sementara ISP-2 hanya
berfungsi sebagai cadangan. Proses pengalihan koneksi dari ISP yang mengalami gangguan ke ISP lain
yang berfungsi masih dilakukan secara manual, sehingga kurang efisien. Oleh karena itu, dirancang
sebuah arsitektur jaringan yang mengintegrasikan implementasi load balancing dan failover untuk
meningkatkan efisiensi dan keandalan sistem.
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Gambar 2. Topologi Jaringan Setelah Implementasi Load Balancing dan Failover

Topologi jaringan pada gambar 2 menunjukkan konfigurasi setelah implementasi load balancing, di
mana kedua ISP telah beroperasi secara aktif. Dengan demikian, lalu lintas internet secara otomatis
didistribusikan secara merata di antara kedua ISP. Selain itu, rancangan teknik failover dapat secara
otomatis melindungi jalur yang mengalami gangguan tanpa jeda dan mendukung lalu lintas yang sedang
berlangsung dengan mengalihkan ke jalur ISP yang aktif.

3.3. Rancangan Load Balancing

Rancangan Load Balancing menggunakan algoritma PCC akan menggunakan 2 ISP secara aktif,
teknik ini bermanfaat untuk membagi bandwidth antara jalur internet ISP utama dan jalur Internet ISP
cadangan. Oleh karena itu, digunakan jalur internet yang berbeda dari 2 ISP dalam hal routing[4]. Selain
itu, load balancing nantinya dapat meminimalkan respons time dan menghindari kelebihan beban

(overload) pada salah satu jalur koneksi[5].
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Gambar 3. Flowchart Load Balancing
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3.4. Rancangan Failover

Rancangan Failover dapat diterapkan karena jaringan internet kantor pusat Trans Coffee sudah
memiliki 2 koneksi internet dari 2 ISP yang berbeda. Failover nantinya akan mengantisipasi putusnya
koneksi internet, dengan memindahkan jalur koneksi yang bermasalah baik secara otomatis ke jalur

koneksi cadangan [5].

v
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Gambar 4. Flowchart Failover

3.5. Rancangan Monitoring

Rancangan Monitoring akan berfungsi memberikan informasi kendala dalam jaringan internet,
sehingga memudahkan tim IT dalam menganalisis dan menemukan solusi atas masalah yang terjadi [6].
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Gambar 5. Flowchart Monitoring
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3.6. Konfigurasi Load Balancing dan Failover

Router MikroTik RouterBoard 1100AHx4 digunakan sebagai perangkat utama yang berfungsi sebagai
gateway dalam seluruh konfigurasi yang menjadi fokus penelitian ini. Konfigurasi akan dilakukan
melalui software Winbox versi 3.3.8 yang perlu diinstall terlebih dahulu, Winbox merupakan utilitas
untuk menghubungkan dan mengkonfigurasi Mikrotik menggunakan MAC address atau protokol IP [7].
Konfigurasi yang dilakukan pada penelitian ini akan menggunakan Command Line Interface (CLI).

Tooownd <1» (O] *)
.

ccemand Use zcopand ot the bease level

Gambar 6. Tampilan New Terminal Winbox

3.6.1.Inisialisasi Interface

Inisialisasi interface akan memberkian nama dan fungsi dari setiap port ethernet pada router
Mikrotik yang menghubung jaringan Internet dari ISP, beberapa jaringan LAN, dan juga server.
Inisialisasi interface menjadi penting karena dapat dengan mudah mengidentifikasi dan mengelola
koneksi yang berbeda pada router.

Gambar 7. Command Inisialisasi Interface

3.6.2.Konfigurasi IP Address

Tahap konfigurasi IP address akan menjelaskan beberapa konfigurasi, yaitu melakukan
konfigurasi IP address untuk setiap ISP menggunakan tools DHCP Client untuk mendapat IP secara
dinamis dari ISP-1 dan ISP2. Setelah itu mengkonfigurasi IP Address untuk setiap interface
jaringan LAN yang akan menjadi gateway. Lalu akan ditambahkan konfigurasi DNS dengan
menambahkan DNS google, langkah terakhir adalah melakukan konfigurasi DHCP Server untuk
masing-masing jaringan LAN. Konfigurasi ini bertujuan untuk memberikan alamat IP secara
otomatis kepada setiap perangkat yang terhubung ke jaringan LAN, sehingga mempermudah
pengelolaan jaringan.

[admin@MikroTik] > ip dhcp-client

[admin@MikroTik] /ip dhcp-client> add interface=ISP1 disabled=no
[admin@MikroTik] /ip dhcp-client> add interface=1SP2 disabled=no

Gambar 8. Command Konfigurasi IP DHCP Client untuk ISP
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[adminadMikroTik] > ip address
[adminaMikroTik] /ip address> address=172. 1/24 interface=LAN-LL.1

[adminaMikroTik] /ip address> address=172,16. 4 interface=LAN-Lt.2
[adminaMikroTik] /ip address> address=172.16.30 24 interface=LAN-Lt.3
[adminaMikroTik] /ip address> address=16.10.0.1/24 interface=LAN-Server

Gambar 9. Command Konfigurasi IP untuk Interface Jaringan LAN

[admin@MikzroTik] > ip dns
[admin@MikroTik] / ip dns> set servers=8.8.8.8,8.8.4.4

Gambar 10. Command Konfigurasi DNS

[admin@MikroTik] > ip dhcp-server-setup

Gambar 11. Command Konfigurasi DHCP Server untuk Jaringan LAN

Setelah menjalankan perintah di atas, maka akan ada beberapa pertanyaan yang berhubungan
dengan konfigurasi DCHP Server.

Select interface to run DHCP server on
dhcp server interface: LAN-Lt.1

Select network for DHCP addresses
dhcp address space: 172.16.10.0/24

Select gateway for given network
gateway for dhcp network: 172.16.10.1

Select pool of ip addresses given out by DHCP server
addresses to give out: 172.16.10.2-172.16.10.254

Select DNS servers
dns sexrvers: 192.168.20.1,192.168.40.1

Select lease time
lease time: 16m

Gambar 12. Konfigurasi DHCP Server

3.6.3.Konfigurasi Firewall dan PCC

Tahap konfigurasi firewall dan PCC akan menjelaskan bagaimana konfigurasi dalam
implementasi Load Balancing PCC pada router Mikrotik, yang akan meliputi konfigurasi Firewall
NAT masquerade digunakan untuk melakukan translasi alamat jaringan (Network Address
Translation) dari LAN ke masing-masing ISP, konfigurasi Mangle merupakan fitur firewall yang
digunakan untuk menandai packet-packet jaringan dari ISP1 dan ISP2, konfigurasi mangle dengan
metode PCC (Per Connection Classifier), penandaan packet didasarkan pada source IP, destination
IP, dan port. Dengan parameter tersebut maka connection mark dan routing mark dapat dibuat.

[adminaMikroTik] > 1p firewall nat
i =I5P1 action=rasquerade

ISP2 action-pasquerade

Gambar 13. Command Konfigurasi Firewall NAT Masquerade
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adminaMik
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Gambar 14. Command Konfigurasi Mangle Bypass

fadmindMikroTik] ip firewall mangle

[adminaMikroTik] /ip firewall mangle> add chain=prerouting
ction~maz connection new-connection-mark=ISP

(adminaMikroTik] /ip firewall mangle> add chaineprerouting in-inter

action=mark-connection new-connection-mark=ISP-2

fizewall mangle
firewall e

per-connection-classifi bo : 1~ poT f i conne OV - ection-mazk=I5P-1

connection -mark«isF
firewall sangle
jexr-bo agdx and-port g o= ¢ | connection-mark ISk
y Firewall
iex=both- 12 10 onnection-mark-1
firewall man > ere interface

oanne ) [ on-mark-I5F

Fier-both s 00 213 . ) 19 e - CONNeCTLoN ‘mark - I5F
firewall mangle
iex=bot f 2 14 . Jd. onnection-mack
ip firewall
per-connection-cla Fiox =bot} ark-con i -C 1-mark=15F

{adminaMikroTik] ip firewall mangle
[adminaMikroTi /ip firewall manegle chain=pr ing in-interface=LAN

mection-mark=1 1 action=mark-rout g new-routing-s 1 -15P1
[adminaMikroTik] /ip firewall mangle > 3 chain=prerou interface~LAN-LL
connection-mark=ISP-2 action=mark-routi new-xouting (= I5P2
[adminaMikrotik ip firewall mangle chainspreros interface~LAN-Lt
connection-mark 1 mark g new-routi
[admin@MikroTi /ip Firewall mangle id chain=prer ] ntexface=LAN-LL
connection-mark=15P-2 3 mark t new-routing-mark-to-15p2
[adminaMikroTik] /ip firewall mangle> add chain=prerot ) -interface=LAN-LL
connection-mark+1SP-1 action-mark-routing new-routing-mark~to-ISP1
[adminaMikzoTik] /ip firewall mangle > aad chain=pre ing in-interface=LAN-Lt
connection-mark=ISP-2 action=mark-routing new-routing-mark-to-ISP2
[adminaMikroTik] /ip firewzll manegle> add chain=preroutis in-interface«LAN-Ser
connection-mark=ISP-1 action=mark-routing new-xouting-ma
[admin@MikroTik] /ip firewall mangle > add chain-prerouting in-i g LAN
connection-mark=ISP-2 action-mark-routing new-routing-ma

LadminaMikxoTik] ip firewall mandle

LadminaMikroTi fip firewall mangle add chain=output connection-mark=TIS5P-1
action=mark-routing iting-mark=to-15P1
LadminaMikroTik) /1

action=mark-routing new-routing-mark-=to-ISP2

p mangle > add chaln=output connection-mark=TSP

Gambar 18. Command Konfigurasi Mangle Mark Routing Chain Output
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3.6.4.Konfigurasi Failover

Konfigurasi failover bertujuan untuk memastikan kelangsungan jaringan internet dengan cara
mengalihkan jalur koneksi ke ISP cadangan jika ISP utama mengalami kegagalan jaringan atau
gangguan. Konfigurasi yang akan diterapkan meliputi konfigurasi Static Route yang akan
menetapkan next hop yang mengarah ke ISP 1 dan ISP 2 pada masing-masing jalur Internet dan
konfigurasi Routing untuk Failover yang memastikan bahwa jika jalur internet (ISP1) mengalami
gangguan, router akan secara otomatis mengalihkan lalu lintas ke jalur internet (ISP2). Konfigurasi
failover dengan menetapkan metric atau distance yang berbeda dari routing default. Dengan cara
ini, router secara otomatis beralih ke jalur dengan distance yang lebih tinggi jika jalur utama tidak
tersedia.

Gambar 20. Command Konfigurasi Route untuk Failover

3.6.5.Konfigurasi Sistem Monitoring

Konfigurasi sistem monitoring jaringan yang mendukung konfigurasi load balancing Per
Connection Classifier (PCC) dan failover pada router Mikrotik. Sistem monitoring ini akan
memberikan notifikasi kepada tim IT melalui bot Telegram setiap kali terjadi perubahan status
jaringan. Konfigurasi ini akan melakukan beberapa tahap diantaranya pemuatan bot Telegram
dengan mendaftar pada akun @BotFather untuk mendapatkan token yang dapat digunakan dalam
mengakses API telegram yang nantinya digunakan Netwatch untuk mengirimkan informasi status
jaringan. Pembuatan script untuk status jaringan aktif dan down, Script digunakan pada tools
Netwatch mengirimkan pesan notifikasi ke bot Telegram yang telah dibuat dengan memanfaatkan
API token dan chat ID dari bot. Dan terakhir Konfigurasi Netwatch pada router Mikrotik, untuk
memantau status interface koneksi internet di jaringan. Netwatch dapat mengirimkan notifikasi
ketika terjadi perubahan status host, seperti dari Aktif ke Down atau sebaliknya.

® e

4 BotFather &
o

Sodey

AL a sew Bob Hese sie we goeg b call 17 Passe choowe &
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Gambar 21. Pembuatan bot Father
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Gambar 23. Script Pesan untuk Jaringan Down

New Scnpt E 1
Name opScopt +* oK
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Gambar 24. Pembuatan Script pada Router Mikrotik

Netwatch Host <192.168.20.1> mEd

Host | Up Down Ok

eI 192 168 201 Cancel

Interval: | 00:01:00 Apply

Timeout | 1000 ms ]
Disable

Status: |up Comment

Since: | Junf03/2024 174428 Copy

Remove

enabled

Gambar 25. Konfigurasi Netwatch
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3.7. Pengujian Konfigurasi

Pengujian konfigurasi Load Balancing PCC dan Failover dilakukan untuk memastikan bahwa
konfigurasi bekerja dengan optimal dan sesuai dengan tujuan yang diinginkan. Dalam pengujian ini
akan dibagi menjadi beberapa bagian pengujian load balancing, pengujian failover, dan perbandingan
pengujian koneksi jaringan.

3.7.1.Pengujian Load Balancing

Pengujian Load Balancing dilakukan untuk memastikan bahwa beban jaringan dapat dibagi
antara dua jalur koneksi yang tersedia. Pengujian ini akan menggunakan 1 user yang mengakses
situs yang sama dari 2 browser yang berbeda. Dan akan dilakukan pengujian untuk performa Load
Balancing menggunakan tools berbasi web speedtest.cbn.id untuk mengukur ping, kecepatan
download, dan kecepatan upload.
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Gambar 26. Pengujian Load Balancing

Terlihat pada Gambar 26 jalur koneksi yang dilewatkan oleh IP 172.16.10.254 berhasil
didistribusikan bergantian melalui koneksi ISP1 dan ISP2. Hal ini menunjukkan bahwa load
balancing dapat membagi beban lalu lintas jaringan.

Tabel 1. Pengujian Perfoma Internet sebelum Load Balancing

No Ping (ms) Unduh (Mbps) Unggah (Mbps)

1 20 33,2 30,4
2 15 44,5 35,4
3 17 251 351
4 15 43,3 33,9
5 16 443 35,3

Rata-rata 16,6 38,08 34,02
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Tabel 2. Pengujian Performa Internet sesudah Load Balancing

No Ping (ms)  Unduh (Mbps)  Unggah (Mbps)

1 20 33,2 30,4

2 15 445 35,4

3 17 251 351

4 15 43,3 33,9

5 16 443 353
Rata-rata 16,6 38,08 34,02

Setelah menambahkan konfigurasi load balancing terdapat peningkatan pada ping sebesar 0,8 Ms
yang Menunjukkan load balancing membantu mengurangi latensi jaringan internet. Download
sebesar 43,14 Mbps hal ini menandai load balancing secara efektif mengalokasikan bandwith yang
meningkatkan proses unduh. Upload sebesar 34,8 Mbps. Peningkatan juga terdapat pada proses
download.

3.7.2.Pengujian Failover

Pengujian failover akan dilakukan untuk memastikan bahwa sistem dapat secara otomatis
beralih ke jalur koneksi cadangan jika koneksi down. Pengujian ini juga akan mengevaluasi sistem
monitoring yang telah diimplementasikan. Pengujian dilakukan dengan me-nonaktifkan interface
dari setiap ISP secara bergantian.
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Gambar 27. Pengujian dengan Me-nonaktifkan 1SP1

Terlihat kolom Connection Mark pada Gambar 27. Ketika koneksi ISP1 down maka secara
otomatis akan mengalihkan lalu lintas koneksi ke ISP2. Pengujian ini juga akan membuat Netwatch
mengirimkan pesan notifikasi ke Telegram bahwa ISP1 down.
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Gambar 28. Pesan Informasi bahwa ISP 1 Down

Notifikasi yang diterima menginformasikan bahwa ISP1 down, hal ini akan membantu tim IT
untuk segera melakukan troubleshooting. Dan Ketika jalur koneksi dari ISP1 sudah aktif Kembali
Netwatch akan mengirimkan notifikasi yang menginformasikan bahwa koneksi jaringan ISP1
sudah aktif.

IV. SIMPULAN

[1]
[2]

[3]
[4]
[5]

[6]

[7]

Kesimpulan yang terdapat dari hasil Implementasi Load Balancing dan Failover adalah sebagai berikut:

1. Implementasi load balancing dapat membagi beban trafik pada jalur koneksi pada dua ISP di Kantor
Pusat Trans Coffee, sehingga dapat mengoptimalkan penggunaan dua ISP dan tidak membebani
satu ISP saja. Pengujian Speedtest menunjukkan perubahan nilai yang cukup baik pada ping,
download, dan upload setelah di implementasikan load balancing.

2. Implementasi failover dapat membuat kinerja jaringan internet tetap berjalan Ketika satu ISP
mengalami gangguan atau down, dengan otomatis mengalihkan koneksi ke gateway ISP yang aktif.
Serta implementasi sistem monitoring dengan tools Netwatch dapat memberikan informasi status
dari dua interface ISP, yang berguna jika terjadi masalah sehingga dapat segera dilakukan
troubleshooting.

REFERENSI

G. Barovih, U. I. Jakarta, M. Mutasar, U. Islam, and K. Indonesia, Teknologi jaringan komputer, no.
July. 2024.

M. Muzayyin and A. S. Fitrani, “Configuring Load Balancing and Failover Using a Mikrotik Router
on RT RW NET ( Case Study : Dusun Klatakan Dayurejo ) Konfigurasi Load Balancing dan Failover
Menggunakan Router Mikrotik Pada RT RW NET ( Studi Kasus : Dusun Klatakan Dayurejo ),” vol. 2,
no. 2, 2022.

J. Generic et al., “Implementasi FTP Server dengan Metode Transfer Layer Security untuk Keamanan
Transfer Data Menggunakan,” vol. 9, no. 2, pp. 348-355, 2014.

E. Safrianti, L. O. Sari, and A. Satiarini, “Peer Connection Classifier Method for Load Balancing
Technique,” vol. 4, no. 1, pp. 127-133, 2021.

J. Jtik, J. Teknologi, M. Tanujaya, and C. Dewi, “Simulasi Implementasi Load Balancing pada Jaringan
Internet dengan Metode Per Connection Classifier ( PCC ) dan Server dengan Metode IP Hash
Menggunakan GNS3,” vol. §, no. 1, 2024.

M. Wahyu and A. S. Fitrani, “Application of Telegram Bot for Regional Intranet Network Monitoring
System in Government Agencies [ Penerapan Bot Telegram untuk Sistem Monitoring Jaringan Daerah
di Instansi Pemerintahan ],” pp. 1-8.

G. F. Krisna and Y. Kurniawan, “SISTEM INFORMASI MANAJEMEN PENGELOLAAN
INTERNET UNIVERSITAS MA CHUNG DENGAN PENGGUNAAN MIKROTIK APl SERVICES
DENGAN AUTENTIFIKASI 0365,” vol. 6, pp. 90-107, 2023.



